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Abstract—This paper derives upper and lower bounds on the capacity of the multiple-input single-output free-space optical intensity channel with signal-independent additive Gaussian noise subject to both an average-intensity and a peak-intensity constraint. In the limit where the signal-to-noise ratio (SNR) tends to infinity, the asymptotic capacity is specified, while in the limit where the SNR tends to zero, the exact slope of the capacity is given.
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I. INTRODUCTION

Optical wireless communication is a form of communication in which visible, infrared, or ultraviolet light is transmitted in free space (air or vacuum) to carry a message to its destination. Recent works suggest that it is a promising solution to replacing some of the existing radio-frequency (RF) wireless communication systems in order to prevent future rate bottlenecks [1]–[3]. Particularly attractive are simple intensity-modulation–direct-detection (IM-DD) systems. In such a system, the transmitter modulates the intensity of optical signals coming from light emitting diodes (LEDs) or laser diodes (LDs), and the receiver measures incoming optical intensities by means of photodetectors. The electrical output signals of the photodetectors are essentially proportional to the incoming optical intensities, but are corrupted by thermal noise of the photodetectors, relative-intensity noise of random intensity fluctuations inherent to low-cost LEDs and LDs, and shot noise caused by ambient light. In a first approximation, noise coming from these sources is usually modeled as being additive Gaussian and independent of the transmitted light signal; see [1], [2].

The free-space optical intensity channel has been extensively studied in the literature. In the single-input single-output (SISO) scenario, where the transmitter employs a single transmit LED or LD, and the receiver a single photodetector, the works [4], [5] established upper and lower bounds on the capacity of this channel that are asymptotically tight in both high-signal-to-noise-ratio (SNR) and low-SNR limits. Improved bounds at finite SNR have subsequently been presented in [6]–[9]. For the multiple-input and multiple-output (MIMO) optical intensity channel, where the transmitter is equipped with multiple LEDs or LDs, and the receiver with multiple photodetectors, the recent work [10] determined the asymptotic capacity in the high-SNR limit when the channel matrix is of full column rank. A special case of this MIMO result was independently solved in [11].

Previous to [10], [11], various code constructions for this setup have been proposed in [12]–[15]. When there is no crosstalk so the MIMO channel can be modeled through a diagonal channel matrix, bounds on capacity were presented in [9], [16].

The current work is concerned with the multiple-input and single-output (MISO) channel. (Clearly, the channel matrix of the MISO channel cannot have full column rank.) Our main results, some of which presented in part in [10], [17], include

- several upper and lower bounds on the capacity;
- high-SNR asymptotic capacity for all parameter ranges; and
- low-SNR capacity slope in terms of a maximum variance on the input.

The high-SNR asymptotic capacity is proven based on two capacity lower bounds (Propositions 5 and 6) derived using the Entropy Power Inequality (EPI), and an upper bound (Proposition 10) derived using the duality technique [18]. These proof techniques are similar to those in [5], [9], [10], but also involve some nontrivial optimization. In particular, the optimal input distribution at high SNR involves LED cooperation (compared to independent signaling in the MIMO full-column-rank case [10]), and, with certain probabilities, assigns to each LED a truncated exponential distribution, whose parameters must be carefully chosen.

The low-SNR capacity slope is proven using a simple upper bound (Proposition 9) and a classic asymptotic lower bound by Prelov and Van der Meulen [19]. The expression of this slope involves a maximization of variance, which can be easily computed numerically (Lemma 8).

All the above-mentioned bounds (except the asymptotic one from [19]) hold at all SNR, and not only in the high- or low-SNR limits. They are compared numerically, together with another indirect upper bound (Proposition 7), which utilizes
upper bounds on the capacity of the SISO channel from [5], [6], [9].

The remainder of this paper is structured as follows. After a few remarks on notation, Section II lays out the specific details of the investigated channel model. Section III reviews the known capacity results from [10] and proves a fundamental proposition giving the optimal structure of an input to the MISO channel with both active average- and peak-power constraints. Section IV then presents all new upper and lower bounds on the capacity and gives the correct high-SNR and low-SNR asymptotics. The detailed proofs for the lower bounds can be found in Section V and the proof for one of the upper bounds in Section VI. Section VII shows the analysis of the high-SNR capacity. The paper is concluded in Section VIII.

We meticulously distinguish between random and deterministic quantities. A random variable is denoted by a capital Roman letter, e.g., $Z$, while its realization is denoted by the corresponding small Roman letter, e.g., $z$. Vectors are bold-faced, e.g., $X$ denotes a random vector and $x$ its realization. Constants are typeset either in small Romans, in Greek letters or in a special font, e.g., $\mathbb{E}$ or $A$. Entropy is typeset as $H(\cdot)$, differential entropy as $h(\cdot)$, and the mutual information [20]. The relative entropy (or Kullback-Leibler divergence) [21, Sec. 2.3] is denoted by $D(p||q)$ for some probability vectors $p$ and $q$. The logarithm function $\log(\cdot)$ denotes the natural logarithm.

II. CHANNEL MODEL

Consider a communication link where the transmitter is equipped with $n_T$ LEDs (or LDs), $n_T \geq 2$, and the receiver with a single photodetector. The photodetector receives a superposition of the signals sent by the LEDs, and we assume that the crosstalk between LEDs is constant. Hence, the channel output is given by

$$Y = h^T x + Z$$

where the $n_T$-vector $x = (x_1, \ldots, x_{n_T})^T$ denotes the channel input, whose entries are proportional to the optical intensities of the corresponding LEDs, and are therefore nonnegative:

$$x_k \in \mathbb{R}_0^+; \quad k = 1, \ldots, n_T;$$

where the length-$n_T$ row vector $h^T = (h_1, \ldots, h_{n_T})$ is the constant channel state vector with nonnegative entries, which, without loss of generality, we assume to be ordered:

$$h_1 \geq h_2 \geq \cdots \geq h_{n_T} > 0;$$

and where $Z \sim \mathcal{N}(0, \sigma^2)$ is additive Gaussian noise. Note that, in contrast to the input $x$, the output $Y$ can be negative.

Inputs are subject to a peak-power (peak-intensity) and an average-power (average-intensity) constraint:

$$\Pr \left[ X_k > A \right] = 0, \quad \forall k \in \{1, \ldots, n_T\}$$

$$\sum_{k=1}^{n_T} \mathbb{E}[X_k] \leq \mathcal{E}$$

for some fixed parameters $A, \mathcal{E} > 0$. Note that the average-power constraint is on the expectation of the channel input and not on its square. Also note that $A$ describes the maximum power of each single LED, while $\mathcal{E}$ describes the allowed average total power of all LEDs together.

We denote the ratio between the allowed average power and the allowed peak power by $\alpha:

$$\alpha \triangleq \frac{\mathcal{E}}{A}$$

where $0 < \alpha \leq n_T$. For $\alpha = n_T$ the average-power constraint is inactive in the sense that it is automatically satisfied whenever the peak-power constraint is satisfied. Thus, $\alpha = n_T$ corresponds to the case with only a peak-power constraint.

We denote the capacity of the channel (1) with allowed peak power $A$ and allowed average power $\mathcal{E}$ by $C_{h^T, \sigma^2}(A, \mathcal{E})$. The capacity is given by [20]

$$C_{h^T, \sigma^2}(A, \mathcal{E}) = \sup_{Q_X} I(X; Y)$$

where the supremum is over all laws $Q_X$ on $X$ satisfying (2), (4), and (5). When only an average-power constraint is imposed, capacity is denoted by $C_{h^T, \sigma^2}(\mathcal{E})$. It is given as in (7) except that the supremum is taken over all laws $Q_X$ on $X$ satisfying (2) and (5).

III. EQUIVALENT CAPACITY FORMULAS

Denote

$$s_0 \triangleq 0$$

$$s_k \triangleq \sum_{k'=1}^k h_{k'}, \quad k \in \{1, \ldots, n_T\}$$

and

$$\bar{X} \triangleq h^T X = \sum_{k=1}^{n_T} h_k X_k.$$ 

Also, define the random variable $U$ over the alphabet $\{1, \ldots, n_T\}$ to indicate in which interval $\bar{X}$ lies:

$$U = 1 \iff \bar{X} \in [A s_0, A s_1]$$

and for $k \in \{2, \ldots, n_T\}$:

$$U = k \iff \bar{X} \in [A s_{k-1}, A s_k].$$

Now notice that because $X \rightarrow \bar{X} \rightarrow Y$ form a Markov chain and because $\bar{X}$ is a function of $X$, we have

$$I(X; Y) = I(\bar{X}; Y).$$

Hence the MISO channel (1) is equivalent to a SISO channel with input $\bar{X}$ and output $Y = \bar{X} + Z$ with the power constraints (4) and (5) on $X$ transformed to a set of admissible distributions for $\bar{X}$. So,

$$C_{h^T, \sigma^2}(A, \mathcal{E}) = \max_{Q_{\bar{X}}} I(\bar{X}; Y)$$

where $Q_{\bar{X}}$ is restricted to the set of admissible distributions. Characterizing this set of admissible distributions is relatively straightforward when there is only an average- or only a peak-power constraint, but is more involved in general. This is the subject of the following three propositions.
If $X$ is only subject to an average-power constraint $\mathcal{E}$ (and no peak-power constraint), then $\bar{X}$ is only subject to an average-power constraint $h_1 \mathcal{E}$.

**Proposition 1 (Only Average-Power Constraint):** Without a peak-power constraint,

$$C_{h^1, \sigma^2} (\mathcal{E}) = \max_{Q_X: \bar{X} \in [0, \infty), \mathbb{E}[\bar{X}] \leq h_1 \mathcal{E}} I(\bar{X}; Y) = C_{1, \sigma^2} (h_1 \mathcal{E})$$

(13)

where $C_{1, \sigma^2} (h_1 \mathcal{E})$ denotes the capacity of a SISO channel with unit channel gain under average-power constraint $h_1 \mathcal{E}$.

**Proof:** When $X$ satisfies (5), we have

$$\mathbb{E} [\bar{X}] = \sum_{k=1}^{n_T} h_k \mathbb{E} [X_k] \leq h_1 \mathcal{E}$$

(14)

so $C_{h^1, \sigma^2} (\mathcal{E}) \leq C_{1, \sigma^2} (h_1 \mathcal{E})$. For the reverse direction, to achieve any target distribution on $\bar{X}$ satisfying $\mathbb{E} [\bar{X}] \leq h_1 \mathcal{E}$, the transmitter can let the LED corresponding to $h_1$ send $\bar{X}$ and all the other LEDs send zero.

When $X$ is only subject to a peak-power constraint $A$ (and no average-power constraint), then $\bar{X}$ is only subject to a peak-power constraint $s_{n_T} A$. Moreover, for $\alpha \geq \frac{\sqrt{3}}{2}$, the average-power constraint is inactive because the capacity-achieving input distribution in the absence of a peak-power constraint can be shown to be symmetric around $\frac{\alpha}{2}$ [10, Prop. 1].

**Proposition 2 (Only Peak-Power Constraint is Active):** When $\alpha \geq \frac{\sqrt{3}}{2}$,

$$C_{h^1, \sigma^2} (A, \alpha A) = \max_{Q_X: X \in [0, s_{n_T} A]} I(\bar{X}; Y) = C_{1, \sigma^2} \left( s_{n_T} A, \frac{s_{n_T} A}{2} \right)$$

(15)

(16)

where $C_{1, \sigma^2} \left( s_{n_T} A, \frac{s_{n_T} A}{2} \right)$ denotes the capacity of a SISO channel with unit channel gain under peak-power constraint $s_{n_T} A$ and average-power constraint $\frac{s_{n_T} A}{2}$.

**Proof:** When $X$ satisfies the peak-power constraint (4), $\bar{X}$ must satisfy $\bar{X} \leq s_{n_T} A$ with probability one. Hence $C_{h^1, \sigma^2} (A, \alpha A)$ cannot exceed the capacity of the SISO channel with allowed peak power $s_{n_T} A$. By [5, Prop. 9], for a SISO channel with allowed peak power $s_{n_T} A$, adding an average-power constraint of $\frac{s_{n_T} A}{2}$ does not affect its capacity. We hence know that the left-hand side (LHS) of (16) is upper-bounded by its right-hand side (RHS).

For the reverse direction, consider any target distribution on $\bar{X}$ satisfying peak-power constraint $s_{n_T} A$ and average-power constraint $\frac{s_{n_T} A}{2}$.

We need only to show that such an $\bar{X}$ can be generated by some distribution for $X$ satisfying peak- and average-power constraints $A$ and $\alpha A$, respectively. To this end, we let the transmitter send the same signal on all LEDs:

$$X_k = \frac{\bar{X}}{s_{n_T}}, \quad k \in \{1, \ldots, n_T\}.$$  

(17)

One can easily check that both constraints are indeed satisfied by this choice.

As already mentioned, describing the set of admissible distributions is more complicated when $\alpha < \frac{\sqrt{3}}{2}$. Recall the definition of $U$ in (10) and let $p_k \triangleq \Pr[U = k]$ for $k = 1, \ldots, n_T$.

**Proposition 3 (Active Average- and Peak-Power Constraints):** When $\alpha < \frac{n_T}{2}$,

$$C_{h^1, \sigma^2} (A, \alpha A) = \max_{Q_X} I(\bar{X}; Y)$$

(18)

where the maximization is over all laws on $\bar{X} \in \mathbb{R}_{0+}^n$ satisfying

$$\Pr [\bar{X} > s_{n_T} A] = 0$$

(19a)

and

$$\sum_{k=1}^{n_T} p_k \left( \frac{\mathbb{E} [\bar{X} | U = k] - A s_{k-1}}{h_k} + (k - 1)A \right) \leq \alpha A.$$  

(19b)

The proof of Proposition 3 is based on the following lemma, which will be of further interest in this paper.

**Lemma 4:** Without loss in optimality, the maximization in (7) can be restricted to distributions $Q_X$ of the input vector $X$ satisfying for all $k \in \{1, \ldots, n_T\}$, with probability one,

$$X_k > 0 \implies X_1 = \cdots = X_{k-1} = A.$$  

(20)

**Proof:** Fix $X_1, \ldots, X_{n_T}$ satisfying the peak- and average-power constraints (4) and (5) and let $\bar{X}$ and $U$ be defined as in (9) and (10). Define also a set of new inputs $X^*_1, \ldots, X^*_{n_T}$ that with probability $p_k = \Pr[U = k]$ take on values

$$X^*_1 = \cdots = X^*_k = A$$

(21a)

$$X^*_k = \frac{\bar{X} - A s_{k-1}}{h_k} \bigg|_{U=k}$$

(21b)

$$X^*_{k+1} = \cdots = X^*_{n_T} = 0.$$  

(21c)

Notice that

$$\bar{X}^* = \sum_{k=1}^{n_T} h_k X^*_k$$

(22)

$$= \sum_{k'=1}^{n_T} p_{k'} \sum_{k=1}^{n_T} h_k X^*_k \bigg|_{U=k'}$$

(23)

$$= \sum_{k'=1}^{n_T} p_{k'} \left( \frac{\sum_{k=1}^{k'-1} h_k A + h_{k'} X^*_{|U=k'} - A s_{k'-1}}{h_{k'}} \right)$$

(24)

$$= \sum_{k'=1}^{n_T} p_{k'} X^*_{|U=k'}$$

(25)

$$= \bar{X}$$

(26)

and hence by (11)

$$I(X^*; Y) = \mathbb{I}(\bar{X}^*; Y) = I(\bar{X}; Y) = I(X; Y).$$

(27)

Moreover, the new inputs $X^*_1, \ldots, X^*_{n_T}$ are admissible because they trivially satisfy the peak-power constraint (4) and their average power does not exceed the average power of the original inputs $X_1, \ldots, X_{n_T}$:

$$\sum_{k=1}^{n_T} \mathbb{E} [X^*_k] \leq \sum_{k=1}^{n_T} \mathbb{E} [X_k].$$  

(28)

In fact, it is not hard to see that among all input assignments generating a sum-input $\bar{X} \in (s_{k-1} A, s_k A]$, the choice in (21) consumes least input energy $\sum_{k=1}^{n_T} \mathbb{E} [X^*_k]$.
Proof of Proposition 3: By Lemma 4, we can restrict attention to distributions on $X$ satisfying the implication in (20). Notice that for these distributions there is a one-to-one correspondence between $X$ and $Y$. The average input power $E[\sum_{k=1}^{n_T} X_k]$ can thus entirely be expressed in terms of $X$. In fact, since the input power consumed for $X \in (s_{k-1},s_k]$ is

$$\sum_{k=1}^{n_T} X_k = \bar{X} - A s_{k-1} + (k-1)A$$

(conditional on $X \in (s_{k-1},s_k]$) (29)

the average input power is

$$E\left[\sum_{k=1}^{n_T} X_k^2\right] = \sum_{k=1}^{n_T} p_k E\left[\sum_{k=1}^{n_T} X_k^2 | U = k\right]$$

$$= \sum_{k=1}^{n_T} p_k \left(\frac{E[X^2|U = k] - A s_{k-1}}{h_k} + (k-1)A\right).$$

(31)

The proposition now follows from (12) and (31) and because $X \in [0, s_{n_T}, A]$. ■

Bounds on the capacities $C_{1,\sigma'}(h_1\mathcal{E})$ and $C_{1,\sigma'}(s_{n_T}, A, \frac{s_{n_T} + A}{2})$ were presented in [5], [6], [9], [22]. Moreover, [5] also characterizes exactly the high-SNR asymptotic behavior of these two capacities and the low-SNR asymptotic behavior of $C_{1,\sigma'}(s_{n_T}, A, \frac{s_{n_T} + A}{2})$. In the rest of this paper we focus on the case with active average- and peak-power constraints, so $\alpha < \frac{n_T}{2}$, and we bound the RHS of (18) under constraints (19).

IV. BOUNDS ON CAPACITY WHEN $\alpha < \frac{n_T}{2}$

Throughout this section we assume $\alpha < \frac{n_T}{2}$. Some of our bounds depend on whether $\alpha$ is larger or smaller than the threshold

$$\alpha_{th} = \frac{1}{2} + \frac{1}{s_{n_T}} \sum_{k=1}^{n_T} h_k (k-1).$$

(32)

This threshold represents the smallest $\alpha$ such that $X$ can be made uniformly distributed over $[0, s_{n_T}, A]$; we discuss this toward the end of Section IV-A.

A. Lower Bounds

We first present the lower bounds. Proposition 5 (Lower Bound for $\alpha < \alpha_{th}$): If $\alpha < \alpha_{th}$, the capacity is lower-bounded as

$$C_{\alpha,\sigma'}(A, \alpha A) \geq \frac{1}{2} \log \left(1 + \frac{A^2 s_{n_T}}{2\pi e \sigma^2} e^{2\nu}\right)$$

(33)

with

$$\nu = \sup_{\lambda \in \{\max\{0, \frac{1}{2} + \alpha - \alpha_{th}\}, \min\{\frac{1}{2}, \alpha\}\}} \left\{ \frac{1}{2} - \log \left(\frac{\mu(\lambda)}{1 - e^{-\mu(\lambda)}}\right) - \mathcal{D}\left(\mu \| \frac{h}{s_{n_T}}\right) \right\}$$

(34)

where $\mu(\lambda)$ is the unique positive solution to the following equation in $\mu$:

$$\frac{1}{\mu} - \frac{e^{-\mu}}{1 - e^{-\mu}} = \lambda;$$

and where

$$p_k = \frac{h_k a_k}{\sum_{j=1}^{n_T} h_j a_j}, \quad k \in \{1, \ldots, n_T\}$$

(36a)

with $a$ being the unique positive solution to

$$\sum_{k=1}^{n_T} h_k a_k = \alpha - \lambda + 1.$$

(36b)

Proof: See Section V-A. ■

We remark that $\nu$ in (34) is the maximum differential entropy of $\frac{X}{\bar{X}}$ under the power constraints; see discussion after the next proposition. We shall plot $\nu$ after stating our asymptotic high-SNR result; see Figure 2.

Proposition 6 (Lower Bound for $\alpha \geq \alpha_{th}$): If $\alpha \geq \alpha_{th}$, the capacity is lower-bounded as

$$C_{\alpha,\sigma'}(A, \alpha A) \geq \frac{1}{2} \log \left(1 + \frac{s_{n_T} A^2}{2\pi e \sigma^2}\right).$$

(37)

Proof: See Section V-B. ■

The lower bounds are obtained by choosing the inputs so as to maximize the differential entropy $h(X)$ under the constraints (19). To find these entropy-maximizing inputs in the general situation under both a peak- and an (active) average-power constraint, we need two insights. First, relying on Lemma 4, we note that in order to reach a certain range of amplitude levels $X \in (s_{k-1},s_k]$, it is most energy-efficient to set all strong LEDs (i.e., those with large channel gains) to the maximum level, $X_j = A$, $j = 1, \ldots, k-1$; to switch the weaker LEDs off, $X_j = 0$, $j = k+1, \ldots, n_T$; and to choose $X_k = X - s_{k-1}$. Second, conditional on a given range $(s_{k-1},s_k]$, the entropy-maximizing input $X_k$ has a truncated exponential distribution. It then only remains to optimize over the probability masses assigned to each of the different amplitude ranges and over the parameters of the truncated exponentials.

Thus, for $\alpha < \alpha_{th}$, we let with probability $p_k$, $k \in \{1, \ldots, n_T\}$,

$$X_j = A, \quad j \in \{1, \ldots, k - 1\}$$

(38a)

$$X_k \sim \text{truncated exponential of parameter } \mu(\lambda)$$

(38b)

$$X_j = 0, \quad j \in \{k + 1, \ldots, n_T\}$$

(38c)

where $\mu(\lambda)$ is the unique positive solution to (35) and $p$ is given in (36). This choice results in a concatenation of $n_T$ truncated exponentials for $X$, with $h(X) = \log(s_{n_T}, A) + \nu$, where $\nu$ is given in (34).

For $\alpha > \alpha_{th}$, the average-power constraint on $X$ becomes inactive, and we can replace the truncated exponential distribution in (38b) by a uniform distribution and choose the probability vector $p$ as $p_k = h_k / s_{n_T}$, for $k \in \{1, \ldots, n_T\}$. This choice yields a uniform distribution on $[0, s_{n_T}, A]$ for $X$, with $h(X) = \log(s_{n_T}, A)$.

That the described choices maximize $h(X)$ under constraints (19) can be proved, e.g., using [21, Thm. 12.1.1].
B. Upper Bounds

We next present our upper bounds. First we present a simple upper bound by the SISO capacity.

Proposition 7 (Upper Bound by SISO Capacity): The capacity is upper-bounded as

\[ C_{h,\sigma^2}(\mathcal{A}, \alpha \mathcal{A}) \leq C_{1,\sigma^2}\left(s_{nT}, A, \frac{s_{nT}A}{2}\right). \]  

Proof: The bound follows by the equivalence in (16), and because the capacity is nondecreasing in the parameter \( \alpha \) (as the transmitter can always choose not to use all of its available power).

Note that the SISO capacity \( C_{1,\sigma^2}(s_{nT}, A, \frac{s_{nT}A}{2}) \) is itself unknown to date. Upper bounds on it were given in [5], [6], [9], [22]. In fact, under a peak-power constraint \( s_{nT}A \), the average-power constraint \( \frac{s_{nT}A}{2} \) is not active.

Our next upper bound, like Proposition 7, is valid for all values of \( \alpha < \frac{\pi}{2} \). It depends on the maximum variance of \( \bar{X} \) under constraints (19):

\[ V_{\text{max}}(\mathcal{A}, \alpha \mathcal{A}) \equiv \max_{Q_X} \mathbb{E}\left[ (\bar{X} - \mathbb{E}[\bar{X}])^2 \right] \]  

where the maximization is over all distributions on \( \bar{X} \geq 0 \) that satisfy constraints (19). This maximum variance is calculated numerically using the following lemma.

Lemma 8: Consider the maximum variance \( V_{\text{max}}(\mathcal{A}, \alpha \mathcal{A}) \) as defined in (40).

1) The maximum variance can be achieved by restricting \( Q_X \) to the support set

\[ \{0, s_1 \mathcal{A}, s_2 \mathcal{A}, \ldots, s_{nT} \mathcal{A}\}. \]  

2) The maximum variance satisfies

\[ V_{\text{max}}(\mathcal{A}, \alpha \mathcal{A}) = A^2 \gamma \]  

where

\[ \gamma \equiv \max_{q_1, \ldots, q_{nT}} \left( \sum_{k=1}^{nT} s_k^2 q_k - \left( \sum_{k=1}^{nT} s_k q_k \right)^2 \right) \].

Proof: See Appendix A.

For a three-LED MISO channel, some examples of variances \( V_{\text{max}} \) are shown in Table I. The last column of the table indicates the probability mass function that achieves \( V_{\text{max}} \).

Proposition 9 (Upper Bound in Terms of \( V_{\text{max}} \)): The capacity is upper-bounded as

\[ C_{h,\sigma^2}(\mathcal{A}, \alpha \mathcal{A}) \leq \frac{1}{2} \log \left( 1 + \frac{V_{\text{max}}(\mathcal{A}, \alpha \mathcal{A})}{\sigma^2} \right). \]  

Proof: Since \( \bar{X} \) and \( Z \) are independent, we know that the variance of \( Y \) cannot exceed \( V_{\text{max}}(\mathcal{A}, \alpha \mathcal{A}) + \sigma^2 \), and therefore

\[ h(Y) \leq \frac{1}{2} \log 2\pi e (V_{\text{max}}(\mathcal{A}, \alpha \mathcal{A}) + \sigma^2). \]  

The bound follows by subtracting \( h(Z) = \frac{1}{2} \log 2\pi e \sigma^2 \) from the above.

Our last upper bound is more involved than the previous two. It holds only when \( \alpha < \alpha_0 \).

Proposition 10 (Upper Bound for \( \alpha < \alpha_0 \)): If \( \alpha < \alpha_0 \), then the capacity is upper-bounded as

\[ C_{h,\sigma^2}(\mathcal{A}, \alpha \mathcal{A}) \leq \sup_{\mathbf{p}} \inf_{\delta,\mu>0} \left\{ \frac{1}{2} \log \frac{A^2 \sigma^2}{2\pi e \sigma^2} - \log \mu - \log \left( 1 - \frac{1 - Q\left( \frac{\delta}{\sigma} \right)}{2} \right) \right\} + Q\left( \frac{\delta}{\sigma} \right) + \frac{\delta}{2} \sqrt{2\pi \sigma} e^{-\frac{\delta^2}{2\sigma}} - D(p \parallel \frac{h}{s_{nT}}) \]

\[ + \sum_{k=1}^{nT} p_k \log \left( e^{\frac{\mu h_k}{\sigma^2}} - e^{-\mu(1 + \frac{h_k}{\sigma^2})} \right) + \mu \left( \alpha - \sum_{k=1}^{nT} p_k (k-1) \right) \]

where the supremum is over all probability vectors \( p = (p_1, \ldots, p_{nT}) \) satisfying

\[ \sum_{k=1}^{nT} p_k (k-1) \leq \alpha. \]

Proof: See Section VI.

Figure 1 shows our lower and upper bounds for the MISO channel with gains \( h = (3, 2, 1, 5) \). It suggests that the upper bound in Proposition 10 and the lower bound in Proposition 5 are asymptotically tight as \( A \to \infty \). This is indeed the case, as we show in Proposition 11 below. In the low-SNR regime, all our upper and lower bounds, except the upper bound in Proposition 10, tend to zero, but not with the same slope. To
characterize the capacity slope at low SNR, we shall use an asymptotic lower bound from [19]; see Proposition 13.

C. Asymptotic Results

**Proposition 11 (High-SNR Asymptotics):** If \( \alpha \geq \alpha_{th} \), then

\[
\lim_{A \to \infty} \left\{ C_{h^t,\sigma^2}(A, \alpha) - \log A \right\} = \frac{1}{2} \log \frac{\sigma_x^4}{2\pi e \sigma^2} - \gamma (48)
\]

If \( \alpha < \alpha_{th} \), then

\[
\lim_{A \to \infty} \left\{ C_{h^t,\sigma^2}(A, \alpha) - \log A \right\} = \frac{1}{2} \log \frac{\sigma_x^4}{2\pi e \sigma^2} + \nu (49)
\]

where \( \nu \) is defined in Proposition 5 (see (34)).

**Proof:** Achievability of (48) and (49) follows immediately from the lower bounds in Propositions 6 and 5, respectively. The converse to (48) is based on the upper bound (39) in Proposition 7 and the high-SNR analysis of the SISO capacity in [5, Cor. 6]. The converse to (49) is based on Proposition 10 and is given in detail in Section VII.

**Example 12:** Consider a MISO channel with two LEDs and with channel parameters \( h_1 = 3 \) and \( h_2 = 1 \). We plot \( \nu \) against \( \alpha \) in Figure 2. Note that \( \nu \) characterizes the capacity gap to the case with no average-power constraint in the high-SNR limit. As expected, the gap becomes zero when \( \alpha \) reaches \( \alpha_{th} = 0.75 \), and approaches infinity when \( \alpha \) tends to zero.

We now turn to the low-SNR asymptotic regime. In this regime the capacity is determined by \( V_{\max}(A, \alpha) \).

**Proposition 13 (Low-SNR Asymptotics):** The low-SNR asymptotic capacity is

\[
\lim_{A \to 0} \frac{C_{h^t,\sigma^2}(A, \alpha) - \log A}{A^2/\sigma^2} = \frac{\gamma}{2} (50)
\]

where \( \gamma \) is defined in (43).

**Proof:** The converse follows immediately from the upper bound (44) in Proposition 9. Achievability follows from [19, Thm. 2], which states that

\[
C_{h^t,\sigma^2}(A, \alpha) \geq \frac{V_{\max}(A, \alpha) A}{2\sigma^2} + o(A^2) (51)
\]

where \( o(A^2) \) decreases to 0 faster than \( A^2 \), i.e.,

\[
\lim_{A \to 0} \frac{o(A^2)}{A^2} = 0. (52)
\]

Note that the MISO channel under consideration in this paper satisfies the technical conditions A–F in [19].

---

### Table I

<table>
<thead>
<tr>
<th>Channel Gains</th>
<th>( \alpha )</th>
<th>( V_{\max} )</th>
<th>( Q_\chi(\alpha) ) achieving ( V_{\max} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( h = (3, 2, 2, 0.1) )</td>
<td>0.9</td>
<td>6.6924A^2</td>
<td>( Q_\chi(0) = 0.55, Q_\chi(s_2,A) = 0.45 )</td>
</tr>
<tr>
<td>( h = (3, 2, 2, 1.1) )</td>
<td>0.7</td>
<td>7.1001A^2</td>
<td>( Q_\chi(0) = 0.7667, Q_\chi(s_3,A) = 0.2333 )</td>
</tr>
<tr>
<td>( h = (3, 1.5, 0.3) )</td>
<td>0.95</td>
<td>5.1158A^2</td>
<td>( Q_\chi(0) = 0.5907, Q_\chi(s_2,A) = 0.2780, Q_\chi(s_3,A) = 0.1313 )</td>
</tr>
</tbody>
</table>

---

Fig. 2. The parameter \( \alpha \), see (34) and (49), is depicted as a function of \( \alpha \in (0, 1) \) for the two-LED MISO channel with gains \( h_1 = 3 \) and \( h_2 = 1 \).

This represents the asymptotic capacity gap to the case with no average-power constraint, i.e., to \( C_{h^t,\sigma^2}(A, \alpha) \).

**Example 14:** We return to the example from before and reconsider the two-LED MISO channel of Figure 2 with channel gains \( h_1 = 3 \) and \( h_2 = 1 \). Figure 3 plots the low-SNR slope of its capacity \( \gamma/2 \) as a function of the parameter \( \alpha \). We notice that the low-SNR slope \( \gamma/2 \) does not reach a constant value when \( \alpha \geq \alpha_{th} \), but it is strictly increasing for all values of \( \alpha < \alpha_{th} \).

---

V. Achievability Proofs (Proofs of Lower Bounds)

A. Proof of Proposition 5

Fix

\[
\lambda \in \left( \max \left\{ 0, \frac{1}{2} + \alpha - \alpha_{th} \right\}, \min \left\{ \frac{1}{2}, \alpha \right\} \right) (53)
\]

and choose a probability vector \( p = (p_1, \ldots, p_{n_T}) \) satisfying

\[
\sum_{k=1}^{n_T} p_k(k - 1) = \alpha - \lambda. (54)
\]

Such a choice always exists. To see this, first note \( 0 < \alpha - \lambda < n_T/2 \). When we choose \( p = (1, 0, \ldots, 0) \), the LHS of (54) equals 0; when we choose \( p = (0, \ldots, 0, 1) \), it equals \( n_T - 1 \), which is larger than or equal to \( n_T/2 \) for all \( n_T \geq 2 \). The
existence of a p satisfying (54) then follows by the continuity of the LHS of (54) in p.

Now let \( \tilde{X} \) have the following probability density function (PDF): for every \( k \in \{1, \ldots, n_T\} \), for \( \bar{x} \in (s_{k-1}A, s_kA] \),

\[
    f_{\tilde{X}}(\bar{x}) = \frac{p_k}{h_kA} \frac{\lambda}{1 - e^{-\mu(\lambda)}} e^{-\mu(\lambda)(\bar{x} - s_{k-1}A)} \tag{55}
\]

where \( \mu(\lambda) \) is the unique positive solution to (35); and let \( U \) be the random variable (RV) defined in (10) corresponding to this choice of \( \tilde{X} \). It is easy to check that the choice (55) indeed constitutes a PDF. Further, it satisfies (19) because it has positive probability only on the interval \([0, s_{n_T}A]\), and because

\[
    \sum_{k=1}^{n_T} p_k \left( \frac{\lambda}{1 - e^{-\mu(\lambda)}} A + (k - 1)A \right) = \lambda A + \sum_{k=1}^{n_T} p_k(k - 1)A \tag{56}
\]

where (67) follows from the differential entropy expression of a truncated exponential RV.

The proposition then follows by plugging (68) into (64) and by maximizing the lower bound over the choice of the probability vector \( p = (p_1, \ldots, p_{n_T}) \) subject to constraint (54) and then maximizing over the choice of \( \lambda \).

It only remains to show that the optimal choice of \( p \) in (34) indeed has the form given in (36). To that goal note that the first three terms inside the supremum in (34):

\[
    1 - \log \frac{\mu(\lambda)}{1 - e^{-\mu(\lambda)}} - \frac{\mu(\lambda)}{1 - e^{-\mu(\lambda)}} \tag{69}
\]

correspond to the differential entropy of a truncated exponential RV \( V \in [0,1] \) with mean \( \mathbb{E}[V] = \lambda \) for \( \lambda \in (0, \frac{1}{2}) \). This expression is monotonically strictly increasing in \( \lambda \) and approaches its maximum for \( \lambda \to \frac{1}{2} \) (in which case \( V \) approaches a uniformly distributed random variable on \([0,1])\).

The last term inside the supremum in (34):

\[
    -\mathcal{D}\left( p \left\| \frac{h}{s_{n_T}} \right\| \right) \tag{70}
\]

is nonpositive and equals zero if, and only if, \( p = \frac{h}{s_{n_T}} \), in which case

\[
    \sum_{k=1}^{n_T} p_k(k - 1) = \alpha_\text{th} - \frac{1}{2} \tag{71}
\]

Thus, as long as

\[
    \alpha - \lambda < \alpha_\text{th} - \frac{1}{2} \tag{72}
\]

the constraint (54) is active and [21, Probl. 12.2] tells us that the unique optimal \( p \) that maximizes (70) and simultaneously satisfies (54) has the form given in (36).

### B. Proof of Proposition 6

We choose \( \tilde{X} \) to be uniform on \([0, s_{n_T}A]\). Let \( U \) be the RV defined in (10) for this choice of \( \tilde{X} \), then \( \Pr[U = k] = p_k \) where

\[
    p_k \triangleq \frac{h_k}{s_{n_T}}, \quad k = 1, \ldots, n_T \tag{73}
\]
and, conditional on \( U = k \), \( \tilde{X} \) is uniform over \((s_{k-1}, A, s_k, A]\). The chosen \( \tilde{X} \) satisfies (19) because it has positive probability only on the interval \([0, s_{n+k}], A\) and because

\[
\sum_{k=1}^{n_\tau} p_k \left( \frac{\mathbb{E}[X|U = k]}{h_k} - A s_{k-1} + (k - 1) A \right)
\]

\[
= \sum_{k=1}^{n_\tau} p_k \left( \frac{A}{2} + (k - 1) A \right)
\]

\[
= \frac{A}{2} + A \sum_{k=1}^{n_\tau} \frac{h_k}{n_\tau} (k - 1)
\]

\[
= \frac{1}{2} + \frac{1}{n_\tau} \sum_{k=1}^{n_\tau} h_k (k - 1) A
\]

\[
= \alpha_\text{th} A
\]

\[
\leq \alpha A
\]

(78)

where (77) follows from the definition of \( \alpha_\text{th} \) in (32). Like in (60)–(64), we obtain

\[
C_{h_\tau, \sigma^2}(A, \alpha, \A) \geq \frac{1}{2} \log \left( 1 + \frac{e^{2h(X)}}{2\pi e^2} \right)
\]

(79)

for the above choice of \( \tilde{X} \). Since \( \tilde{X} \) is uniform, we have

\[
h(\tilde{X}) = \log s_{n+k}. A
\]

(80)

Plugging this into (79) yields the desired bound.

VI. PROOF OF PROPOSITION 10

Choose \( \tilde{X} \sim Q_{X*}^\tau \) to be a maximizer of the capacity expression in (18). That means in particular that \( Q_{X*}^\tau \) satisfies (19), and thus that the conditional expectations

\[
\alpha_k^* = \mathbb{E}_{Q_{X*}^\tau} \left[ \frac{X - s_{k-1} A}{h_k A} \right] \quad \text{for } k = 1, \ldots, n_\tau
\]

(81)

satisfy

\[
\sum_{k=1}^{n_\tau} p_k^* (\alpha_k^* + (k - 1)) \leq \alpha
\]

(82)

where \( U \) is the RV defined in (10) and \( p_k^* = \Pr[U = k] \). The capacity is upper-bounded as follows:

\[
C_{h_\tau, \sigma^2}(A, \alpha, \A) = \mathbb{I}(\tilde{X}; \tilde{X} + Z)
\]

\[
\leq \mathbb{I}(\tilde{X}; \tilde{X} + Z, U)
\]

\[
= \mathbb{I}(\tilde{X}; U) + \mathbb{I}(\tilde{X}; \tilde{X} + Z|U)
\]

\[
= H(U) - H(U|\tilde{X}) + \sum_{k=1}^{n_\tau} p_k^* \mathbb{I}(\tilde{X}; \tilde{X} + Z|U = k)
\]

\[
= H(\mathbf{p}^*) + \sum_{k=1}^{n_\tau} p_k^* \mathbb{I}(X_k; \tilde{X} + Z|U = k)
\]

\[
= H(\mathbf{p}^*) + \sum_{k=1}^{n_\tau} p_k^* \mathbb{I}(X_k; h_k X_k, k + Z|U = k)
\]

\[
\leq H(\mathbf{p}^*) + \sum_{k=1}^{n_\tau} p_k^* C_{1, \sigma^2}(h_k A, \alpha_k^* h_k A)
\]

(83)

(84)

(85)

(86)

(87)

(88)

(89)

where the inequality in (89) holds because, by Lemma 4, given \( U = k \) we have \( \tilde{X} = s_{k-1} A + h_k X_k \), where \( X_k \) lies on the interval \([0, A] \) and is of average power \( \alpha_k^* A \).

The SISO capacity \( C_{1, \sigma^2}(h_k A, \alpha_k^* h_k A) \) has been upper-bounded in [5, Eq. (12)]. Plugging this bound into (89) and performing some simple bounding steps prove that for every choice of positive parameters \( \delta, \mu \):

\[
C_{h_\tau, \sigma^2}(A, \alpha, \A)
\]

\[
\leq H(\mathbf{p}^*) + \sum_{k=1}^{n_\tau} p_k^* \log \left( \frac{A h_k}{\sigma} + \frac{\epsilon_k}{\sqrt{2\pi\mu}} \right) - \frac{1}{2} + Q \left( \frac{\delta}{\sigma} \right) + \frac{\delta}{\sqrt{2\pi\sigma}} e^{-\frac{\delta^2}{2\sigma^2}} + \mu \sum_{k=1}^{n_\tau} p_k^* \alpha_k^*
\]

\[
= \frac{\mu\sigma}{A\sqrt{2\pi}} \sum_{k=1}^{n_\tau} p_k^* \left( e^{-\frac{\sigma^2}{2\sigma^2}} - e^{-\frac{(A h_k + \epsilon_k)^2}{2\sigma^2}} \right)
\]

\[
\leq \sum_{k=1}^{n_\tau} p_k^* \log \frac{h_k}{p_k^*} + \log A - \frac{1}{2} \log (2\pi e\sigma^2) - \log \mu
\]

\[
- \log \left( 1 + 2 Q \left( \frac{\delta}{\sigma} \right) \right) - \frac{\delta}{\sqrt{2\pi\sigma}} e^{-\frac{\delta^2}{2\sigma^2}}
\]

\[
+ \sum_{k=1}^{n_\tau} p_k^* \log \left( e^{\frac{\delta h_k}{\sigma}} - e^{-\frac{\mu (1 + \frac{s_{k-1} A}{h_k A})}{\sigma}} \right) + Q \left( \frac{\delta}{\sigma} \right)
\]

\[
+ \frac{\mu\sigma}{A\sqrt{2\pi}} \sum_{k=1}^{n_\tau} p_k^* \left( e^{-\frac{\sigma^2}{2\sigma^2}} - e^{-\frac{(A h_k + \epsilon_k)^2}{2\sigma^2}} \right)
\]

\[
+ \mu \left( \alpha - \sum_{k=1}^{n_\tau} p_k^* (k - 1) \right)
\]

(90)

(91)

where (91) follows from (82) and by rearranging terms. Since (91) holds for all \( \delta, \mu > 0 \), it must also hold when we take the infimum of its RHS over \( \delta, \mu > 0 \). Then we relax this bound by further taking a supremum over \( \mathbf{p} \), which establishes (46).

VII. ASYMPTOTIC HIGH-SNR ANALYSIS—CONVERSE

PROOF TO (49)

Recall that, throughout this section, we are only concerned with the case where

\[
\alpha < \alpha_\text{th}.
\]

(92)

Consider the upper bound in Proposition 10. We relax this bound by choosing specific values for \( \delta \) and \( \mu \) depending on \( \mathbf{p} = (p_1, \ldots, p_{n_\tau}) \) and \( \A \). The relaxed upper bound will establish the converse to (49).

Fix \( \A \geq 1 \). For any \( \mathbf{p} = (p_1, \ldots, p_{n_\tau}) \) satisfying (47), define

\[
\lambda = \lambda(\mathbf{p}) = \alpha - \sum_{k=1}^{n_\tau} p_k (k - 1)
\]

(93)

and fix some \( 0 < \zeta < 1 \). We choose

\[
\delta = \log(1 + \A)
\]

(94)

\[\text{Here we also need to make sure that } \mathbf{p} \text{ is chosen such that } \alpha - \sum_{k=1}^{n_\tau} p_k (k - 1) \geq 0.\]
and
\[
\mu = \begin{cases} 
\mu^*(p) & \text{if } \frac{1}{2A^{1-\zeta}} < \lambda(p) < \frac{1}{2} \\
\frac{1}{2} & \text{if } \lambda(p) \geq \frac{1}{2}
\end{cases} \tag{95}
\]
where \(\mu^*(p)\) is the unique positive solution to
\[
\frac{1}{\mu^*} - \frac{e^{-\mu^*}}{1 - e^{-\mu^*}} = \lambda(p).
\]
Note that in the first case of (95),
\[
\frac{1}{A^{1-\zeta}} \leq \lambda(p) = \frac{1}{\mu^*(p)} - \frac{e^{-\mu^*(p)}}{1 - e^{-\mu^*(p)}} \leq \frac{1}{\mu^*(p)}
\]
and thus
\[
\mu^*(p) \leq A^{1-\zeta}.
\]
Our choice (95) thus guarantees in all three cases that
\[
\mu \leq A^{1-\zeta} \quad \text{for } A \geq 1
\]
and we can bound
\[
\frac{\mu \sigma}{A \sqrt{2\pi}} \sum_{k=1}^{N_T} \frac{p_k}{h_k} \left( e^{-\frac{\sigma^2}{2\sigma^2}} - e^{-\frac{(\hat{A}h_k+\delta)^2}{2\sigma^2}} \right) \leq \frac{\sigma}{A^{1-\zeta} \sqrt{2\pi}} \sum_{k=1}^{N_T} \frac{1}{h_k} \left( e^{-\frac{\sigma^2}{2\sigma^2}} - e^{-\frac{(\hat{A}h_k+\delta)^2}{2\sigma^2}} \right) \tag{100}
\]
and
\[
\sum_{k=1}^{N_T} p_k \log \left( e^{\frac{\mu \sigma}{A \sqrt{2\pi}}} - e^{-\mu^* - \frac{\delta h_k}{A \sqrt{2\pi}}} \right) \leq \sum_{k=1}^{N_T} p_k \log \left( e^{\frac{\delta h_k}{A \sqrt{2\pi}}} - e^{-\mu^* - \frac{\delta h_k}{A \sqrt{2\pi}}} \right) \leq \log \left( e^{\frac{\delta h_k}{A \sqrt{2\pi}}} - e^{-\mu^* - \frac{\delta h_k}{A \sqrt{2\pi}}} \right) \tag{101}
\]
where we have also used \(p_k \leq 1\) and \(h_k \geq h_{\text{nr}}\).

With the described choices of \(\mu, \delta\) and the proposed relaxations, upper bound (46) becomes
\[
C_{h^*,\sigma^2}(A, \alpha A) \leq \frac{1}{2} \log A^{2} \frac{s^2}{2\pi\sigma^2} + f(A) + \sup g(A, p, \mu)
\]
with
\[
f(A) \triangleq \frac{Q \left( \log(1+A) \right)}{\sigma} - \log \left( 1 - 2Q \left( \log \left( 1 + \frac{1}{A} \right) \right) \right) + \frac{\sigma}{A^{1-\zeta} \sqrt{2\pi}} \sum_{k=1}^{N_T} \frac{1}{h_k} \left( e^{-\frac{\log(1+A)}{2\sigma^2}} - e^{-\frac{\hat{A}h_k+\log(1+A)}{2\sigma^2}} \right) \tag{104}
\]
and
\[
g(A, p, \mu) \triangleq -D \left( \left\| \frac{h}{s_{\text{nr}}} \right\| \right) - \log \mu + \mu \left( \alpha - \sum_{k=1}^{N_T} p_k (k - 1) \right) + \log \left( e^{\frac{\log(1+A)}{\sigma^2}} - e^{-\mu^* - \frac{\log(1+A)}{\sigma^2}} \right). \tag{105}
\]
We note that
\[
\lim_{A \to \infty} f(A) = 0. \tag{106}
\]
Next, we bound \(g(A, p, \mu)\) by bounding the function individual for the three different cases defined in (95), and then taking the maximum over the three obtained bounds. Notice first that when \(\lambda(p) = \alpha - \sum_{k=1}^{N_T} p_k (k - 1)\) lies in the open interval \((A^{1-\zeta}, 1/2)^2\),
\[
g(A, p, \mu) = -D \left( \left\| \frac{h}{s_{\text{nr}}} \right\| \right) - \log \mu^*(p) + \mu^*(p) \lambda(p)
\]
\[
+ \log \left( e^{\frac{\log(1+A)}{\sigma^2}} - e^{-\mu^*(p) - \frac{\log(1+A)}{\sigma^2}} \right) \tag{107}
\]
and
\[
g(A, p, \mu) = -D \left( \left\| \frac{h}{s_{\text{nr}}} \right\| \right) - \log \mu^*(p)
\]
\[
+ \mu^*(p) \left( \frac{1}{\mu^*(p)} - e^{-\mu^*(p)} \right)
\]
\[
+ \log \left( e^{\frac{\log(1+A)}{\sigma^2}} - e^{-\mu^*(p) - \frac{\log(1+A)}{\sigma^2}} \right) \tag{108}
\]
\[
\leq \sup_{p: \Lambda(p) \in \left( \frac{A^{1-\zeta}}{\sqrt{\alpha}}, \frac{1}{2} \right)} \left\{ -D \left( \frac{h}{s_{\text{nr}}} \right) - \log \mu^*(p) \right\}
\]
\[
+ \mu^*(p) \left( \frac{1}{\mu^*(p)} - e^{-\mu^*(p)} \right)
\]
\[
+ \log \left( e^{\frac{\log(1+A)}{\sigma^2}} - e^{-\mu^*(p) - \frac{\log(1+A)}{\sigma^2}} \right) \tag{109}
\]
\[
= \sup_{p: \Lambda(p) \in \left( \frac{A^{1-\zeta}}{\sqrt{\alpha}}, \frac{1}{2} \right)} \left\{ -D \left( \frac{h}{s_{\text{nr}}} \right) - \log \frac{\mu^*(p)}{1 - e^{-\mu^*(p)}} \right\}
\]
\[
+ 1 - \mu^*(p) e^{-\mu^*(p)}
\]
\[
+ \log \left( e^{\frac{\log(1+A)}{\sigma^2}} - e^{-\mu^*(p) - \frac{\log(1+A)}{\sigma^2}} \right) \tag{110}
\]
\[
= g_1(A). \tag{111}
\]
Here, (108) follows from (96); the inequality in (109) holds because \(\lambda(p) \in \left( A^{1-\zeta}, 1/2 \right)^2\); and (110) follows by rearranging terms.

When \(\lambda(p) \leq A^{1-\zeta}\),
\[
g(A, p, \mu) = -D \left( \left\| \frac{h}{s_{\text{nr}}} \right\| \right) - \log \frac{A^{1-\zeta} \log(1+A)}{\sigma^2}
\]
\[
+ A^{1-\zeta} \lambda(p) \tag{112}
\]
\[
\leq -D \left( \left\| \frac{h}{s_{\text{nr}}} \right\| \right) - \log \frac{A^{1-\zeta} \log(1+A)}{\sigma^2}
\]
\[
+ 1 + \frac{A^{1-\zeta} \log(1+A)}{\sigma^2} \tag{113}
\]
\[ g(A, \mathbf{p}, \mathbf{\mu}) = -D \left( \frac{\mathbf{h}}{s_{nt}} \right) - \log \left( \frac{1}{\mathbf{A}^{1-\xi}} \right) + \frac{1}{\mathbf{A}} \left( \alpha - \sum_{k=1}^{nt} p_k (k-1) \right) \leq -D \left( \frac{\mathbf{h}}{s_{nt}} \right) - \log \left( \frac{1}{\mathbf{A}^{1-\xi}} \right) + \frac{\alpha}{\mathbf{A}} \leq \frac{\alpha}{\mathbf{A}} \]

(118)

where the second equality follows because, given \( g(\mathbf{A}) \) defined in (93).

Notice that

\[ g_1(A) = \sup_{\mathbf{p} : \sum_{k=1}^{nt} p_k (k-1) \in (\frac{1}{\mathbf{A}^{1-\xi}}, \frac{1}{2})} \frac{\sum_{k=1}^{nt} p_k (k-1)}{s_{nt}} \]

(119)

and therefore for any \( \mathbf{p} \):

\[ |\Delta(A, \mathbf{p})| \leq \log \left( \frac{e^{\frac{2A^{-\xi} log(1+A)}{s_{nt}}}}{1 - e^{-A^{1-\xi}}} \right) \]

(130)

This proves that \( \tilde{g}_1(A, \mathbf{p}) \) converges uniformly as \( A \to \infty \) and we are allowed to swap limit and supremum to obtain

\[ \lim_{A \to \infty} g_1(A) = \lim_{A \to \infty} \left\{ \sup_{\mathbf{p} : \sum_{k=1}^{nt} p_k (k-1) \in (\frac{1}{\mathbf{A}^{1-\xi}}, \frac{1}{2})} \frac{\sum_{k=1}^{nt} p_k (k-1)}{s_{nt}} \right\} \]

(132)

Since for any \( \lambda \in (0, \frac{1}{2}) \),

\[ 1 - \log \frac{\mu^*}{1 - e^{-\mu^*}} \leq \mu^* e^{-\mu^*} \geq 0 \]

(135)
and since
\[
\lim_{A \to \infty} \left\{ 1 - \log \frac{\mu_x^*}{1 - e^{-\mu_x^*}} - \frac{\mu_x^* e^{-\mu_x^*}}{1 - e^{-\mu_x^*}} \right\} = 0 \tag{136}
\]
we conclude by comparing (123) and (134) that for sufficiently large values of $\mathcal{A}$, $g_1(\mathcal{A}) \geq g_3(\mathcal{A})$, and thus
\[
\lim_{A \to \infty} \sup_{p} g(A, p, \mu) \leq \lim_{A \to \infty} g_1(A) \tag{137}
\]
Combining (139) with (103) and (106) then proves the proposition.

VIII. CONCLUDING REMARKS

In this paper we present upper and lower bounds on the capacity of a multiple-input and single-output (MISO) free-space optical intensity channel with signal-independent additive Gaussian noise and with both a peak- and average-power constraint on the input. Asymptotically, when both peak and average power tend either to infinity or to zero (with their ratio held fixed), we succeed in specifying the capacity exactly.

At low SNR, a good input vector $X$ maximizes the variance of $\mathbf{h}'X$ under the given power constraints. This is achieved by $X$ having only entries of $\mathcal{A}$ and 0, i.e., by each LED sending either full or no power.

At high SNR, a good input vector $X$ maximizes the differential entropy $h(\mathbf{h}'X)$. For the case of only an average-power constraint or only a peak-power constraint (or both a peak- and an average-power constraint but with the latter being sufficiently loose), this is relatively straightforward. For the general situation of both a peak- and an average-power constraint, maximizing $h(\mathbf{h}'X)$ is more involved. The optimal input can be found based on two insights. First, in order to reach a certain range of amplitude levels $\mathbf{h}'X \in (s_{k-1}, A, s_k, A)$, it is most energy-efficient to set all LEDs with strong channel gains to the maximum level, $X_j = A$, $j = 1, \ldots, k - 1$; to switch the weaker LEDs off, $X_j = 0$, $j = k + 1, \ldots, n_T$; and to exclusively use $X_k$ to signal. Second, conditional on a given range $(s_{k-1}, A, s_k, A)$, $X_k$ should have a truncated exponential distribution in order to maximize the conditional differential entropy under the given power constraints. It then only remains to optimize over the probability masses assigned to each of the different amplitude ranges and the parameters of the truncated exponentials. Note that this optimization characterizes an implicit trade-off: higher probabilities on the higher amplitude ranges will increase the effectively used total range of $\mathbf{h}'X$, but at the cost of using more power for the LEDs that are set deterministically to $\mathcal{A}$.

Our lower bound in Proposition 5 is based on such a choice of input distribution. Our upper bound in Proposition 10 and its asymptotic analysis in Section VII are based on the same intuition, but borrow from known upper bounds on the SISO capacity. Alternatively, one can also derive a new upper bound using the duality-based bounding technique [18], as we outlined in [17]. Such a bound, however, is much harder to prove.

A close look at the results in [10] confirms that also for the MIMO optical intensity channel when the channel matrix $\mathbf{H}$ has full column rank, the high-SNR asymptotic capacity is given by the maximum differential entropy of $\mathbf{H}X$ minus that of the noise vector. With the current work and [10], the only MIMO optical intensity channels whose high-SNR asymptotic capacities are not yet known are those with more than one receive antennas (photodetectors), and with channel matrices that do not have full column rank. It is natural to conjecture that, for those channels, the high-SNR asymptotic capacity is again given by the maximum of $h(\mathbf{H}X)$ minus the differential entropy of the noise.
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PROOF OF LEMMA 8

The variance of $\bar{X}$ can be decomposed as
\[
\mathbb{E} \left[ (\bar{X} - \mathbb{E}[X])^2 \right] = \sum_{k=1}^{n_T} h_k^2 \mathbb{E} [(X_k - \mathbb{E}[X_k])^2] + \sum_{i,j=1}^{n_T} h_i h_j \mathbb{E}[X_iX_j] - \mathbb{E}[X_i] \mathbb{E}[X_j]. \tag{141}
\]
Let us fix the joint distribution on $(X_1, \ldots, X_{n_T-1})$, and fix with probability one the conditional mean $\mathbb{E}[X_{n_T} | X_1, \ldots, X_{n_T-1}]$. These determine the consumed average input power, as well as every summmand on the RHS of (141) except $\mathbb{E} [(X_k - \mathbb{E}[X_k])^2]$. For any choice above, the value of $\mathbb{E} [(X_{n_T} - \mathbb{E}[X_{n_T}])^2]$ is maximized by $X_{n_T}$ taking value only in the set $\{0, A\}$. We hence conclude that, to maximize the variance (141) subject to a constraint on
average input power, it is optimal to restrict $X_{\tau_{k}}$ to taking value only in $\{0, A\}$. Repeating this argument, we conclude that every $X_{k}$, $k = 1, \ldots, \tau_{r}$, should take value only in $\{0, A\}$.

Next, using the same argument as in Lemma 4, we know that it is optimal to consider joint distributions as follows: for each $k \in \{0, \ldots, \tau_{r}\}$, with probability $q_{k}$

$$X_{1} = \cdots = X_{k} = A \quad \text{and} \quad X_{k+1} = \cdots = X_{\tau_{r}} = 0. \quad (142)$$

Such a choice produces an $\hat{X}$ that takes value only in $\{A\}$. This proves Part 1 of the lemma. Further, this choice of inputs consumes an average power of $\sum_{k=1}^{\tau_{r}} q_{k} A^{2}$. The condition for a probability vector $q_{0}, \ldots, q_{\tau_{r}}$ to be valid is thus

$$\sum_{k=0}^{\tau_{r}} q_{k} A^{2} \leq \alpha. \quad (143)$$

Part 2 of the lemma is then proven by noting that with the choice in (142), the variance of $\hat{X}$ is

$$E \left( (\hat{X} - E[\hat{X}])^{2} \right) = E[X^{2}] - E[X]^{2} \quad (144)$$

$$= \sum_{k=1}^{\tau_{r}} q_{k} A^{2} s_{k}^{2} - \left( \sum_{k=1}^{\tau_{r}} q_{k} A s_{k} \right)^{2}. \quad (145)$$
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